Jrmed Services Technical Information Agency -

AD

=3
wd

-

NOTICE: WHEN GOVERNMENT OR OTHER DRAWINGS, SPECIFICATIONS OR OTHER DATA
ARE USED FOR ANY PURPOSE OTHER THAN IN CONNECTION WITH A DEFINITELY RELATED
GOVERNMENT PROCUREMENT OPERATION, THE U. S. GOVERNMENT THEREBY INCURS

NO RESPONSIBILITY, NOR ANY OBLIGATION WHATSOEVER; AND THE FACT THAT THE
GOVERNMENT MAY HAVE FORMULATED, FURNISHED, OR IN ANY WAY SUPPLIED THE

SAID DRAWINGS, SPECIFICATIONS, OR OTHER DATA IS NOT TO BE REGARDED BY
IMPLICATION OR OTHERWISE AS IN ANY MANNER LICENSING THE HOLDER OR ANY OTHER
PERSON OR CORPORATION, OR CONVEYING ANY RIGHTS OR PERMISSION TO MANUFACTURE,
USE OR SELL ANY PATENTED INVENTION THAT MAY IN ANY WAY BE RELATED THERETO.

Reproduced by
DOCUMENT SERVICE CENTER

UNCLASSIFIED




THE ESTIMATION UF BIOLOGICAL POPULATIONS

By
Douglas G. Chapman
University of Washington

Technical Report No. 12
August 15, 1953

Contract N8onr-520 Task Order II
Project Kumber NR-042-038

Laboratory of Statistical Research
Departnent of Mathematics
University of Washington

Seattis, Washington

- Bt a4 i -met o 1 4




The Estimation of Biological Populations 1,2

By Douglas G. Chapman
University of Washington

Summery. A number of statistical models, underlying the methods used in
the estimation of the sizes and other parameters of animal populations,
are set up. The relevant estimation equations are given, with their vari-
ances and covariances. For the most part the theory is designed for .arge
populations. In setting up the models, consideration has been given w0
the desideratum of having them conform ee closely &s possible to the
actual practices of animal sampling. To what extent the models do agree
with reality is one of the many open questions which are noted in thie

paper.

1. Introduction. The use of sampling nethods in the emuneration of popu-
lations has become widely kmown and widely accepted only within the
past generation. Yet it is easily perceived that total enumeration
methods fail for all but the simplest of populations. Particularly is
this true of biological populations which may be mobile in space,
transient in time and difficult of access. The changes in space (immi-
gration and emigration) and in time (recruitment and mortality) must
often be evaluated to determine the total population sise and in any

case these changes are usually of interest in their own right.

1

~ Presented as a special invited address at the joint meeting of the
Institute of Mathenatical Statistics and the Biometric Society (WNAL)
et Stanford, California, June 19, 1953.

2 Work done under the sponsorsnip of the 0ffice of Naval Research.
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In this survey, only those :zethods are considered for which it is
possible to set up a reasonable slatistical model and for which it
possible to assess the sampling errors. Attention is liiiited to ne .hods
that lead to absolute rather than relative estimates. Little work :.as
been done to set up statistical models, as a basis of relative esti--
uates, though for an important exception, attention is called to a
paper of Neynman [22] To give unity to this survey, only those methods
that have been used in the study of macroscopic mobile populations are
discussed.

Fixed sample methode have been used for the most part in the enu-
meration of other biological populations. However, even the enumerstion
of sessile populations can give rise to new statisticel prodlems;
many of these are noted in an important study of statistical problems
in ecology, that recently has been initisted by Skeilan [28]. A further
reference in this field is to a paper by Hoel [13].

Tag-and-gample egptimates: direct randon sampling. When the population
structure is undefined and unknown, it is not possible to select a

fixed sample, as is the case say in ecology or in sampling human popu-~
lations. The idea of using an associated variable of known distribu-
tion to build up a sample count into a totel population was first
proposed by Laplace [17]. He suggested determining the population of
France from the known number of births in all parishes and from the
fact that the ratio of births to total population could be determined
for some parishes,

Petersen [23] » & Danish biologist, first developed the procedure

of nacking fish to asgist in studying taeir movemsnts, migration, etic.
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He later came to realize that the marked fish could play the same role
for his populations as the births did for Laplace—though evidently ne
was unaware of Laplace’s work.

When a matheiatical nodel is set up to formalize this intuitiv:
approach, it is usual to assume random sampling [i.e., sampling such
that the properties "being tag;ed" and "being sampled® are independent].
It is :much easier to mnke tiudls assumption than to verify it. It is
also standard to assume that the numbers tag:ed and the numbers sar:led
are paraleters at the dlsposal of the experinenter.

A completely adequate model must take into account the birth rate
with possible lag effects, a changing death rate, as welli as emigration
and imaigration over the period, during which repeated tag;ing and
sampling take place. It is apparent that tne nmunber of unknown para-
meters 1s large and that such a model must be indeed complex. Sone
8inplifying assumptions are desirable.

The following model is not the most zeneral possible; it does,
however, cover nany of the situations that have been studied and it
leads to simple estimation procedures. It applies specifically to
large populations and it is further assumed that either there are no
recruits to the population (through birth or immigration) or that new

recruits are distinguishable and may be eliminated from the samples.

Model I
“o = total population size at time zero
Unknown
paraneters P = probability that an animal alive at time t

survives and remains in the population at
time ¢ +1
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t = number of =nimals tagged at the 1% taggiiy
i taking place at time a; {i=1,2,3...m)

Known X
parameters n, = number of animals sampled ir the jt sanp e
3 taken at time b, (§=1,2,3...r)
'xi = number of animals originally tagged at th:
J ith tagging and recovered in the jt‘h semp’.e
T:4; = number of animals originally tegged at th:
1y = oo !
Random iW tagging available for recovery at the
variables time of the J®M sample
N j = population size at the time of the jth sanple

£(1) = the smallest value of j such that animels
tagged at the jth tagging have a positive

probability of being recovered in the j B
sample

The event of survivsl is assumed to be independent fron animal to

animal. For large No it may be assumed that given ‘Ci 3 N

not observable r.v.) x, 1 has a conditional Poisson distribution witn
-1

expectation (nj tij) Nj

3’ (which are

. It then follows that, for large No, X, .

has approximately a Polsson distribution with
_ai
T j.n‘1 P

NO

(1) E(x“) =

More precisely this holds as a limiting result as No ~» @ in such a

o N0

vay that {%ﬁ is finite (> 0) but t(—'l-)kao for k > 1. The result
is obtained by working with the conditional m.g.f. in a standard na-.ner.
With this apporoximation 1t is straightforward to set up the ma:i-

munm likelihood equations for No and P, vis.
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vhere the dot subscripts denote the conventional sumiation notation.
Bquation (3) is a polynomial in P that can be solved by the usual
methods.

The inverse of the asymptotic variance~covariance natrix of ﬁ and

Pa)
P is

i i t,n P-‘i i a,tn P
1=1 j=r(y) 14 , =1 g=fy 1113
S N

(4)

m é “ b -(.‘1+1) o I P"(li‘" 2)
1=1 j=r(1) 1% 1=1 j=f(4)

N2 N

o o

It is convenient to display the paraneters (ti’ nJ) and the ob-
servations (x:l J) of such a census in a triangular array—~the so-cal’.ed
"trellis diagram® used by Dowdeswell, Fisher and Ford [10] but much
more thoroughly studied by Leslie and Chitty [19] and by Leslie [18].
iModel I departs primarily from that proposed by Leslie and Chitty in
ignoring multiple recaptures. Leslie and Chitty show this represents
a loss of inforiation; for large No » however, the expected number of

multiple recaptures is very small. In fact if this is not so, it
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suggests that the stochastic variation of T, and N, may no longer be

i ]
negligible. Moreover the multiple recaptures are often those most
suspect from the point of view of randomness of the sample.

Leslie and Chitty, in common with other investipgators, assumed
that nortality and emigration are strictly deterministic. Thus they
are able to write down the expected values of the various classes cf
tag recoveries as polynouials in P, and to assume & :ultinonial distri-
bution for these tay recoveries. The maximua likelihood equations can
then be formulated, though the solution of the equations can, in general,
be accomplished only by iterative methods. They have studied a larye
number of problems in this manner and reference should be made to their
papers for models appropriate to situations not considered here. 2
model based on the Poisson distribution can also be set up for most of
these situations, which will be valid for large N, even though space
and time variations are stochastic variables, and which will of'ten lead
to simpler estimation equations. A camplete treatnent, considering
this stochastic variation, has not been given for the case of small or
noderate sized populations.

The formulae given above easily specialize to Jackson's *negative®
census [141, (one in which several taggings are followed by a single
sample, at which time only, are tag recoveries noted). Bailey [l]
has given the meximum likelihood estimates and their asymptotic variance-
covariance aatrices for Jackson's various census schemes assuming deter-
ainistic birth and death rates. Jackson also set up & "pogitive®™ census

scheme, which he used to estimate the rate of recruitment.

,,,,,
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By defining & paraseter B, as the orobability thai an individual
alive at tiae t adds a new inaividual to the population by time t+1,
and assuming that this event is independent of the event of surviwel,
the nodel outlined above may be extended and the restrictions of no
recruitment may be removed. The Xy j
to the saae approximation as before and the maximum likelihood equa-

still have a Poisson distribution,

tions for No, P and B are easily written down. The two equations in-
volving £ a.ndfﬁ are polynomials jointly in ? and B. However, it seems
hardly realistic to assume that the recruitment rate is proportional to
the population size or that it is independent of survival. Another
approach is noted later.

Another specialization of formulae (1) to (4) is to put P =1,
i.e. assume mortality can be neglected. This situation is familiar to
fishery biologists as a Schnabel type census naned for the person who
published a uathematical theory of estimates based on such a multiple

census [27]. More precisely, as noted by the author in [6], for large

No’ r
t.n
(6) . £ gy
° x“+l

is approxinately nbiased with standard deviation given by

m r

S -1
G-ﬁr\ / N L-_ tin
(7 ‘N;‘Q:/ - 1 140 |13 j%i) 3

/ iZ—.l 33_(1) K

Also confidence limits for the Poisson parameter will yield con-

fidence linits for No in this case--gsee e.g. [ 4]).
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In the usual Schnebel census taguing is carried on simultaneously
with the sampling process. More precisely after each sample is exrmined,
the untagged individuals are tagged and then all are returned to the

population. If this is strictly followed
iil
t.=n - 8
1 1 =1

and hence the ti are randou variables. For large “o’ the random varia-
tion of the ti may be neglected. In fact it has usually been disre-
sarded in any case.

It is apparent that there nay have to be some restriction onm
and r to make the results given above meaningful. In particular if
m=x=r =1, no estination of the parameters No and P is possible—but
estination of No is possible if 8 = 0. This is the simple Petersen
eituation,-—a single tagging followed by a single sample. The forrulae

in tnis case are seen not to depend, for large N°$ on mortality assump-

N~
tions. While the variance of Now (n *ll(tf‘ 1) s the almost unbiased
+

estinate of No, which is given by

® o = [gg o (%afo)% Ko
0

is a function of P, the survival factor, for most practical purposes

this ay be disregarded.

3. Tag-and-sample methods: inverse sampling. A modification of the

sampling procedure outlined above has been developed by Bailey fl],
Goodman [12] and the author [6] If the number of tags to be recovered,

rather than the sanple size, ig predetermined, estimates are obtained
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wuich are sasewhat simpler and slightly aore efficient. The most Inter-
asting of these results is that due to Goodnan, who considered a

~altiple sample type of cersus for a situation where there is no recruit-
rent and P=1 (such a population will hereafter b: referred to as (lased).
His procecure ic sequentia’ in that the decision to stop saapling is a

consequence of the observations.

Model II
Unknowr. " N, = ropulation size
paranster 1
/ n1 =: the predetermined sequence of samples
'l‘1 = the number of tagyed indivicduals in th> popu-
lation at the tie the ith sanple is taken
Kaown (Ti cumulative total is to be distinguisih:ied from

’si, the nunber of tags out cut in the (U

paraaeters ﬁ
" tagging. (1==1, 2, % .... )

.

il

the predetermined number of taggzed nembers to

\ te recovered vefore the sanpling 2xperinent
ztops
/ r = the number of samples taken before the x
! tagged individusls are recovered
Randon e
variavles T
2 = X n
~ i=1

Sampling is assumed to be random with respect to tagged and untagged

individuals., Then for large No

Pr (r samples are required to obtain x tag:cd members)
x
= }:_ Pr [x-J tags are recovered in first r-l1 sa:nples]

th

+ Pr [j tags are recovered in the r sample]
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f\_:_l ‘e
- ‘/-_ﬂ - x-j
x i=1 (Mﬁi) - A ﬂj
=1 (x=3) ! !
r
- 571 r x /r-1_ \x
« @ \1=1 7 1=1 )
L x ! j
: ) a,Ty
wiaere we have writ%en /(. for .
1 No
riaking the change of variable
by
u=2 }:Ri [._\u=2Ar

i=1

-

Py ——

b
(13} Pr(a<uved)= 3 e

- -

Nie

|
x-1 1 4
[('%) BT T 5 *O(Au)j
T

[a4)
Let X -» w in such a vay thet A, > 2 wnile 5 ) > o.
o i j=y° 4

Using Dunamel's lammna 1% can be saown that

) 1 x-1
(1) lim Fr{a<uchb) = -

a,T

I'v
12, u=2 Y 3L a4 liiting '}\fz distribution with 2x deirees

=
'-J
-]

of freedum.

It M1lows that the (asympﬁotic) minimum veriance imbinaed est.imate

of lv'o is
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The proof givon abuve ditfers from that of Goodman: he coneld.rad
tha Schnidel type of cansus where tagging and sampling &re performed !
in the swza operstion, i.e. all untagpged individuals are tagged btefors

th2 samp:.3 is reswmned to the population. What ne showed, namely

that 9;-: has, asyptotically, a '/\/.2 distribution with 2x d.f., is

a¢uivalent to the cbove result. In this case it is simzple to fipd the

average 1imple size, i.e. £(zn), (for large No). For tasse results |
and othe~ oxect sample results reference is made t> Gocdnen’s paper

cited, [12].

The simplicity of 0‘;‘ may maxe it particularly useful in design-
0

ing tne 3anuple ceasus. Up to the mament, however, the several irve:ss
sainpling schenmes proposed, have not been tried out. lHow to choore the
sequence :’ni} ip an optimun manner remaing an opsn guestion. Nor has

any attaipt beer mede to set up & theory of inverse sampling for other

than clo:2d populations.

4. Tag-and=-;amplo estinates: regreesion apsroach. Tne azsumptions under-

lying ifod2l I may {all for a variety of reasons--imperfect sampling,

clusteriiz of the populations, variation over the populations and over

tiae, of the mortality (or emigration) rate, etc. In viaw of the con-
slderable superimposed variability that may thus exist, in addition to
strictly multinoniel (or Poisson) variation, it is pertivent to ask

waather 1 linear regression :cdel might not be move apsropriate.
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Model I1I. The same notation as iModel I is needed. However, the
restriction that there be no recruitment may be removed. Hence it is
umore reasonable to regard Nl, N2, vee Nr a3 unknown parameters to be
estimated. Furtiiermore the definition of P can be extended as follows:
P = the ayerage probability that an individual alive at tine ¢
survives and remains within the population to tine t+ 1.

If the sampling is such that

T
(13) E(xij ‘tij) = _%?
it follows that bj"i
1'.111j P
(14) E(x“) = Rj

The regression approach might be based upon the assumption that

(15) €l ffi] = (ai-bj) n? +1n NJ

x, j\' 1

and that 1n (xi +1) has a constant variance (approximately).

3
The factor (xu-r 1) is suggested by the fact that the reciprocal
of a binomial or Poisson r.v. plus one is an (almost) unbiased estiaate
of the reciprocal of the parameter. Moreover such a device avoids the
difficulties of occasional seros—care must be exercised if the zeros
are nunerous or in sequence, for the assumption above may then be
clearly invalid. The logarithmic transformation is suggested by the
product nature of equation (14). However, it is also true that the
variance of the logaritim of a variable that is distributed according

to the Poisson law is constant up to terms of order R 'l. Furthermnore,
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the logarithnic transformation has been extensively used in analysing
data obtained fraom pelagic hauls or catches (cf. e.g. Windsor and
Clark [30)).

Best linear unbiased estimates of 1n P and 1n N 3 are found by the
least squares method (under these assumptions). From tnese, estiastes
of P and NJ are obtainable which have optimun asymptotic properties
though not necessarily optimum small sample properties. Interval
estinutes may also be obtained by postulating approximate normality
of the 1n (x“fl). Such interval estimates nay be much more realistic
than those based on Model I, if there is in fact superimposed variabil-
ity due to the causes indicated or to other csauses.

Model III represents in a sense an omnibus model. It has the ad-
vantage that an estimate of the extraneous variation can be made from
the observations. On the other hand, it is imprecise and heuristic
rather than rigorous. If the heterogeneities noted can be carefully
assayed, if not controlled, it may be possible to set up a model which
has this advantage and is at the same time more exact.

This type of approach would give some flexibility to the assump-
tiones underlying Jackson's positive consus (where a single tagging is
followed by a sequence of samples) or nore generally to the "trellis

diagram® census scheme where recruitment is to be taken into acoount

by a single parameter. ledefining B as the average probability that an
individual within the population at time t adds a new recruit to the
population at time t74-1, similar assumptions as those above lead to

- n Pbr‘i
(16) 8(’11) L

N °s
o(P+—B)
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tence 2sl.xetes of 2, 2 end N could be dexaved firor ~1z _east sy ves
v

cotimates o 1o P, Ln (P+B) and in N, frce the equetioa:

/ \
/ t:n
(17) Efin=2d ) = (a,-b,) M E#InN_7b, in (2+3).
xﬁ* i i o ki
\ J

Dichotamy metliods. A methoc of eatiiatin;; population sizs, that neas
been used in wildiife research, and which may bz useful in ouher
fields is based on the change of sex retio causad by » selective kill,
The sex ratio is ceterained Lefore and efter th: kill by :ampling
nethods. Several references to ficld spulications of the netiod sre
listed by Scattergood '25) in a general survey of netiods of sopuls-
tion estination.

The cstimation procedure nay te 'based upon eny dichotomy within
the populati'on, or even on external Tactors: all that is regiired ie
a sanplin: process followed by a selactive removel of individuals from
the population, and subsequently a further sampling prccess. Claged

poyulations only will be considered.

Mode:. IV

5" N. = populatios et tire t, (11, 2)
Unknow1 1.ade up of two classen X and Y
paraneers ?

'\_xi’yi = 8ize of clagses X,Y 1t tiusns ti

n, = g.ze of rancom sapples tak:r at tine ti

Known '
parameters r, = Xl -Xz; ry«-Yl-Yz; rn‘-rx-f-ry

( x, = muber of elements of class ¥ in saiple n,
Frndom < ' (1=1,2)
viriaebles i '

Py, = nuiber of elements »f class ¥ in sample n
] o
-

*
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Aassunting sampling with replince-ent

. e\ &\ > Xy hno-x (Ea\Y \Xy 1 X \no
(18" ;(:'1,12)“\;} N ! (J A S 2| 2(1 -=2)4

Hy 2\, %

Sinze 1t is agssuned that 12 y li, are expressible in terms of X. and
L]

Nl ard known pereceters, ¢ tinates of xl and Nl are easlly found. ‘The
nomant estimat:

2 - At
" ) I; F
(19 ' e R N

(20) L hleeXr
r.2:11—n1!2 ;
are alsc naximue likelihood estluates.

- verse o’ the , .
Fornulae {or t.);!'.ep as:mxp&?ti’c variance-covariance matrix are as

follows:
d B r n
= . ko o l2
/ 5T XX Mho N
. !
(20) i
Ao % ahn o nmk
N N, 82y N2y,
go that
2 .
ik 2hh
z R T
L (22) 0‘2 (ssympiotlic) == «
| ! (p.-p_)* E
'1 12 ‘
l . i :
j where P, = % (1= 1, 2).
. : i N
:
\ These formilse ms; be usad to coternine the optimum theoretical
\ allacation of sampling btetween the Lefore and alter samples. 1% is o
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also interesting to use them to compare the effort required for %his
type of census with that required for tag sample methods. A numeri-:al
study shows that the tag sample method has the udvantagje--assuming
that the tags are sampled by the removal process. However, the evalu-
ation 18 incomplete without same means of determining the relative
coats of sampling and tagging. Moreover it is reasonable to suppos?2
that the assumptions underlying the dichotomy method are more likels
to be fulfilled than in the tag-sample method-—questions of tag mor:al-
ity and differential recapture rates doc not arise.

In some situations it may be possible to sample two populations,
e.g. a sport fish and a scrap fish. The sports fishery then serves
as the selective removal factor in a very favorable situation since ry
will be zero. In this case X is the parameter that it is of interest
to estimate. - '

The metnod may also be applied where the removal is done by th2
sampler. In this case it is more realistic to assume a succession of
samples are taken. Again it is straightforward to set up the model for
this situation and to derive the maximum likelihood equations for X and
N. This naturelly suggeats a saquential estimation procedure vhere the
decisior to stop is determined by the sample results.

If there 1s dilution or elimination, the procedure is obviously
vitisted. As yet no work has been done to extend the method to esti-
mate these factors. Estimates of mortality for example might be based

on a trichotomy or on an intermediate sampling during the removal

process. The several sample scheme (sequential or not) would lend it-
_self to this more complicated situation.

.
+
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6. Mothodp based og the potion of effort. That the emount of effort erx-
pended in obtaining a given sample of a& population is proportional to

the population density has long been the basis of relative population

estinates. Leslie and Davis [20-1 and independently DelLury [ 7] shoved
hov absolute estimates could be determined from this information, when

the successive samples are removed from the population-—as for example

occurs in the catch of a fishery. Except for this catch, the populs-
tion is assumed closed. A model similar to Delury's is as follows:

Model §

N, = initial population size

Unknown

. paraneters k = average probability that an individual is

& captured by one unit of effort in any time

interval
Known Kt = total catch up to but not including the
parsmeter tth interval
Random ct = ocatch per unit of effort during the gt
variable interval .

(t=1’ 2, oo m) i

If the unite of effort are independent it follows that

2
With the further assumption that or is approximately constant (which
is reasonable for large llo unless the cumulative catch represents a
large segnent of the population by the end of the experiment), least

gquares estimates of k and N o DAY be found. In particular

T3 K2
(23) IR gl' + T | .
C,(x,X) | |

R
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If the further assumption of approximate normality of the C, is

t
made, confidence intervals for N are

(24) El-)g<'<§‘2‘){‘

vhere Yl YZ are the roots of the equation,

(25) Yz [Z ct(ltt-i)]2 -y (xt-i)? -X Z(xt-i)z] [S'_ct(xt-i)] Y

vhere q=¢t (m-2) - Sc and Sc2 is the estimated error variance

1«-% %

© et A A A o B A i M S rvm s

of Ct.

The confidence intervals are obtained by the Fieller technique [29],
and hence there is a non-zero probability that the method will give
interval estimates of the form (0, o) or (O, Nl)(r!2 ®). Also it
should be observed that the model is essentially a conditional one,

i.e. conditional upon the values Kllz...K . i
Delury has also considered the possibility of welghting the least

squares estimates, though he sug—gesta that such a proceéure may be |

meaningless if the -sampling is not random. This is very likely the 5

case in utilising commercial or sports catch record or in sampling 1

schooling populations for example. For a further discussion of these

\ " points and of the method in ganeral reference is made to [7] and [8].

For the case vhere the »ffort is constant, Moran [21] has 3st down

\ a amodel based on the assumption of random sampling. The model may

\ easily be extended to the case where the effort varies from period to
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veriod. A sooevhat morve interesting extension is based cn a conoirs-
tion of t&y snd semple and cetch per unit of effort ...theds. The cvun

of o closcd pogaletion is still ronsidered.

Model VI
No == initial popuiition size
Urknown
paraneters /A = probubiiity that a unit of effort captures
one meater of the population
Ki = cunulative nunber reiioved [rom population
up to but not including the ith sanple
Known f e; = nuxber of uilts of effort expended on the
parameters ﬂ ith saxaple
/ ti = the nuater of ta, ed inuivicduale reiaining
( in tne population ut the tiie the gt sample
\ is taken
ni = size &f the l.m-1 sasipse Or catth, which is
‘ then removed from the population
handom
variehles x, = nuaber of tag,ed irdividuals in the 1™
stmple '
(i=l, 2 L R J r)

It is assumecd that n, has a Poisson distribution and given n

i 12%y

also has a Poissor distribution. With the usual proviso that tne units

of effort are independent

£ = -
(26) _.(ni) k(No Ki) e,
C fafay =T - T
(27) and E(“i‘ni)_ ﬁ:
Hence
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Hence

§ Pr (nl’nz,n-onr; xl’xz,oooxr) t
e : ByY
: (28) ~(nk) e n, -A1
- 1=1 n, ! NK, x, !

The maximum likelihood equations for k and N are 3
: A Z , ;
(29) A =—d=t %
‘ :
. 3 o, (nx,) ]
’ {=11 i

4

The inverse of the variance-covariance matrix of k and N, ex- f
pressed in terms of the Ki is: ‘E
4

4

r

1 3o (%) e 3

i=1 i=1 i

i

(31) , g
Lo > r—

i=11 1=1 ;

7. Further gggb;gy_, Each of the models set up and others that have been
considered involves one or more assumptions which it is difficult or
impossible to verify directly. For example underlying the tag-and-
sanple models there is the gesmption that tagged members of the popu-
lation behave similarly to the untagged meubers, at least in respect to

recapture. A primary assumption of the methods based on effort is that
catchability is constant.
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Some empirical studies have been unade to verify the estimates of *
population:: by sampling methods. In some experiments conducted on "
fresh-water lakes the whole population has been poisoned out (a pro-
cedure that can hardly be recomended as an enumeration procedure
except where the elimination of the existent populations has been the
primery aim). The agreement has been satisfactory for sone species but
not for all—for exauple cf. Carlander [3]. It should be remarked tnat
sampling .1ethods have often been necessary in connection with the esti-
nates determined from the dead recoveries.

Such methods of verification have at Lest limited application. It
is necessary to design sampling experiment specifically for this purpose.
In tais connection it is suggested that combinations of the various
aethods outlined may be useful. This has been proposed by Delury, [9]:
his discussion of the underlying assumptions of sample census mnethods
is particularly pertinent.

Such combinations, of which Model VI is an example, may also yield
more information than the application of a single method. Of course if
the sampling is being done by a succession of comnercial catches,
14odel VI is the q;propriuto one rather than ilodel I--though the hetero-
veneities introduced by such comsercial catch sampling may sugzest a
regression model, i.e. an extension of Model III.

In Model I the numbers tayzed and sampled were rezarded as para-
mneters; in actual fact they may also be random variables. For example
if the sampling is done by a commercial catch, the proportion of the
catch from the population to be estimated may be determined only by
sanpling experiments. This situation complicates the interval estinates
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and vhile & crude determination of a confidence interval for N o is
possible by a seqguence procedure, this patently wastes inforaation., The
several variations of this situation that may arise suggest the necessity
of a study of confidence intervals in connection with compound distribu-
tions.

Heferring again to ilodel I, it may be recognized from the outset
that heterogeneity exists within the sampling procedure. If it is pos-
sible to subdivide the tagging and sampling into periods (by tine or
area for exaaple), within each of which random sampling nay be assumed
then it is possible to obtain consistent estimates, though the interwval
estimation problem is unsolved. This situation was first considered by
Schaeffer [26].

An obvious extension of Model V is to assume that the probability
of capture, rather than being constant over the population, is itself a
randax variable. The distribution of the probability of capture may per-
hape be related to the expected catch in any tine interval. Additional
information is available if different methods of capture are being used
gimultanecusly--in fact in this case the restriction that the population
le closed nmay be relaxed and an estimation procedure set up for the pop-
ulation size at each time interval.:

As has been inferred, the interval estimation problem remains un-
solved for many of the models, except for the large sample results.
Correspondingly, the sample theory of tests in connection with such
models has been given almost no attention. Some simple applications of
the ,\’2' test have been given by Leslie [18] and by the author [5). As

more intricate experiments are designed and more careful control plans
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undertaken it will be necessary to consider tests for recruitment and
mortality rates, for example.

The complexities of estimating the birth, death, emigration and
imaigration rates indicate that it will be necessary to set up special
experiments to adequately determine these factors. Some of the experi-
ments set up by Jackson [15] vhere marking and recovery were carried
on in a series of audjacent areas were designed for this purpose. handom
walk theory has been applied in one special situation by Gilmour, Water-
house and McIntyre [ile The study of birth and death processes, and
of processes associated with random as well as migratory novenent, is
necessarily associated with the population estimation problem and the
latter will be completely solved only when the problems associated with

these stochastic processes are resolved.
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